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ABSTRACT: Fundamental understanding of the energetic
coupling properties of a molecule−semiconductor interface is
of great importance. The changes in molecular conformations
and vibrational modes can have significant impact on the
interfacial charge transfer reactions. Here, we have probed the
change in the interface properties of alizarin−TiO2 system as a
result of the externally applied electric field using single-hot
spot microscopic surface-enhanced Raman spectroscopy
(SMSERS) and provided a theoretical understanding of our
experimental results by density functional theory (DFT) calculations. The perturbation, caused by the external potential, has
been observed as a shift and splitting of the 648 cm−1 peak, typical indicator of the strong coupling between alizarin and TiO2, at
SMSERS. On the basis of our experimental results and DFT calculations, we suggest that electric field has significant effects on
vibrational coupling at the molecule−TiO2 interface. The presence of perturbed alizarin−TiO2 coupling under interfacial electric
potential may lead to changes in the interfacial electron transfer dynamics. Additionally, heterogeneously distributed dye
molecules at the interface on nanometer length scale and different chromophore-semiconductor binding interactions under
charge accumulation associated interfacial electric field changes create intrinsically inhomogeneous interfacial ET dynamics
associated with both static and dynamic disorders.

1. INTRODUCTION

Interfacial electron transfer (ET) at molecule−semiconductor
interfaces has been intensively investigated due to its crucial
role in fundamental chemistry and physics, as well as in
extensive applications like solar energy conversion, molecular
devices, and photocatalysis.1−3 In those systems, titanium
dioxide (TiO2) has been the most widely used and investigated
semiconductor material due to its molecule−surface chemical
interactions, large band gap, photostability, nontoxicity, and low
cost. It has been reported that the dynamics of interfacial ET is
directly related to the properties of the molecule−TiO2

interface such as the electronic coupling, the vibrational
relaxation energy of the adsorbed molecules and the local
solvent, surface vibrational modes of the semiconductor.1−4

Furthermore, electrical potential difference created either by
the system or applied externally to drive the system is known to
perturb the vibrational energy levels of the adsorbed molecules
on the TiO2 surface,5,6 which is typically reflected in the
vibrational spectra as a linear frequency shift.7,8 However, even
though it is known that electrostatic fields can extensively affect
the physical properties of molecules9 including the interface
properties10 as well as the ET dynamics, the consequences of
the electric potential applied to the system and/or created by
the system to the molecule−semiconductor interface still
requires a fundamental understanding. In this article, we
investigate electric field effect (EFE) at the alizarin−TiO2
interface by using single-hot spot microscopic surface-enhanced

Raman spectroscopy (SMSERS). Our technique also utilizes
the charge transfer enhanced Raman scattering mechanism by
laser excitation at the charge transfer absorption band at 488
nm,11 which gives the vibrational fingerprint information on the
molecule−TiO2 interactions critical for the spectral and
energetic characterization of the interfacial electron transfer
dynamics.12−17

EFE has been analyzed theoretically and reported extensively
over the last 40 years;7,18−27 although, quantitative exper-
imental results have only been introduced in the last two
decades.8,28−39 Early studies of the EFE have focused only on
changes in molecular geometry, considering that for a static
geometry, within the harmonic approximation, there will be no
dipole moment dependence of the vibrational levels.18 Later, it
has been recognized that anharmonicity constitutes the origin
of EFE.21 Anharmonic contributions have been separated into
two parts:27 (i) mechanical anharmonicity, in which the
interaction with the electric field causes the dipole moment
to change due to the anharmonicity of the potential energy
surface; and (ii) electrical anharmonicity, which causes
perturbation of the harmonic bond force constant resulting in
change in the transition energy between the vibrational
levels.26,30,31,36,40−42 Furthermore, the relationship between
the bond length and the force constant is described by Badger’s
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rule which suggests that the changes in molecular geometry
would result in vibrational frequency shifts.43 The amount of
shift observed is directly related to the strength of the electric
field and its interaction with the molecule, according to reports
of the detailed theoretical studies.8,12,24,30,31,40−42,44−46 Pre-
viously, EFE has been predominantly applied to investigate the
electric fields in protein cavities and how they change as a result
of interactions with ligand or another protein by using the
sensitivity of some specific groups like nitriles, and carbon
monoxides.32,36,38−42,46,47 Moreover, EFE has been used to
study the diffuse double-layer structure at electrochemical
interfaces to get an insight into electrochemical processes
dependent on interfacial ET.34,35,48−50

In this paper, we have chosen alizarin−TiO2 system because
of its strong electronic coupling at the interface which has been
demonstrated by the previous infrared data and structure
analysis calculations.51−56 The alizarin−TiO2 system is
particularly interesting because interfacial ET is essentially
ultrafast in femtosecond range, whereas alizarin excited state is
at the edge of the conduction band (CB) of TiO2, where the
TiO2 density of state (DOS) is lowest.3 Interfacial ET is
sensitive to the energetics of both dye molecules and the
semiconductors, the DOS, the magnitude and energy depend-
ence of the dye−semiconductor electronic and vibrational
coupling, and the vibrational relaxation dynamics.3 Earlier
studies suggest that when the DOS and the dye−semi-
conductor coupling change slowly over the relevant energy
range, interfacial ET is well described by the pure electronic
limit without vibrational contributions. However, when the
DOS and the dye−semiconductor coupling vary significantly
over the relevant energy range, the interfacial ET depends
substantially on the vibrational Franck−Condon factors.3 For
alizarin−TiO2 system, the electronic coupling between alizarin
and the semiconductor vary significantly even within a small
energy range, which makes the alizarin−TiO2 system highly
susceptible toward an applied electric field.3 Our results as well
as the literature reports suggest that the covalent bonding of the
alizarin molecule to Ti atoms through hydroxyl groups gives
rise to an additional peak at 648 cm−1 in the Raman
spectra.11a,53,57,58 The strong electronic coupling makes this
molecule−semiconductor system valuable to study the effects
of applied electric field at the interface by using our SMSERS
imaging analysis. Fundamental understanding of this phenom-
enon is critically related to the manipulation and design of
many applications like photovoltaic devices and molecular
electronics.

2. EXPERIMENTAL SECTION
Materials and Sample Preparation. Alizarin, AgNO3, NH2OH·

HCl, and NaOH were purchased from Sigma-Aldrich and used as
received. Silver nanoparticles (Ag NPs) were synthesized by reduction
of AgNO3 by NH2OH·HCl as described elsewhere.59 The average size
of the Ag NP is ∼50 nm as identified by TEM. Additionally, to activate
the Ag NP for SERS measurements, NaCl is added to the Ag NP
solution. TiO2 NP (size ∼13 nm as determined by AFM) was
prepared by using Ti(OCH−(CH3)2)4 (Sigma-Aldrich) as precursor
according to the literature.60 Aeroxide TiO2 P25 and ITO coverslips
(18 mm × 18 mm, 8−12 ohms) were purchased from Nippon Aerosil
Co. Ltd. and SPI supplies, respectively. ITO coverslips were
thoroughly cleaned by sonication in deionized water, acetone,
isopropyl alcohol and deionized water, each for 15 min, and dried in
a jet of nitrogen gas before their use. All solvents used were of HPLC
grade.

The aqueous solution of 0.1 mM TiO2 P25 was air-dried and then
annealed at 400 °C for 1 h on cleaned ITO surface (∼70 nm
thickness). Then 5 × 10−8 M Alizarin incubated with TiO2 NP and Ag
NP was air-dried on TiO2 layer. Finally to connect the electrode, a
silver layer was sputter coated (Cressington Sputter Coater) on the
sample surface for 60 s (∼50 nm in thickness). The electrodes are
connected to silver layer and ITO coverslip to apply potential (Figure
1A).

Surface-Enhanced Raman and Potential Measurements.
SMSERS imaging (Figure 1B) is recorded by an Axiovert 135
inverted scanning confocal microscope, equipped with a 100 × 1.3 NA
oil immersion objective (Zeiss FLUAR). A continuous-wave (CW)
laser (488 nm, Melles-Griot) is used to pump the sample at 10 μW for
SERS measurements. A beam splitter ZT488rdc (Chroma) is used to
reflect the excitation light into the microscope objective. Before the
scattered light focusing into a monochromator (Triax 550, Jobin
Yvon), a band-pass filter HHQ495LP is positioned before the entrance
slit to further eliminate the Rayleigh light. The Raman spectra are
collected by a LN-CCD (Princeton Instruments) cooled at about
−100 °C with a resolution of ∼2 cm−1 with 600 g/mm grating and ∼1
cm−1 with 1200 g/mm grating. The setup is carefully calibrated by
using mercury lamp and cyclohexane (mode at 801.3 cm−1) before the
Raman measurements.

3. RESULTS AND DISCUSSION
In previous reports, it has been suggested that the intrinsic
intermittency and inhomogeneity of the single molecule
interfacial ET dynamics are directly related to electronic
coupling at the molecule−semiconductor interface.1−4 To
obtain further insight into the electric field effect on the
coupling properties at the interface, the alizarin−TiO2 system
has been chosen (Figure 1C,D) since it is a typical system with
strong interfacial electronic coupling.
Figure 2 displays the characteristic SERS spectra of alizarin−

TiO2 system with the typical free alizarin vibrations and an
additional peak at 648 cm−1 corresponding to Ti−O stretching
mode from bridging Ti−O−C.11a,53,57,58 The strong C−O
stretching mode at 1330 cm−1 suggests that binding of hydroxyl
groups of alizarin to a Ti of TiO2 surface generates the alizarin−
TiO2 interfacial charge transfer complex. In the absence of the
external potential, both the bridging mode and free alizarin
vibrations do not display vibrational shifts (Figure S1 shows

Figure 1. (A) Schematic representation of the experimental setup. (B)
Optical imaging of the sample surface (20 μm × 20 μm). (C)
Schematic representation of the alizarin−TiO2 system. (D) Alizarin
binding to TiO2 surface (red, oxygen; gray, titanium; dark gray,
carbon; and blue, hydrogen). During our potential measurements, it
has been assumed that all layers experience the applied potential
without any losses from layer to layer.
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distribution of 648 cm−1 peak obtained from different hot spots
in the absence of external potential. Figure S2 shows Raman
spectrum of TiO2 without alizarin). Typically, the Raman
spectra exhibit blinking and single step photobleaching, which
suggests presence of a single or a small number of alizarin
molecules at a hot spot.
EFE on the bridging vibrational mode of alizarin−TiO2

interface is shown in Figure 3; while the characteristic free
alizarin vibrations are stable in our experimental resolution (±2
cm−1), as a result of the additional anharmonicity created
within the interface bond via externally applied electric field, a
prominent directional shift of the bridging mode from 648 to
641 and 633 cm−1 was observed under 0.2 and 0.3 V,
respectively. However, the peak remains at its original position
(648 cm−1) for more than 95% of probed hot spots under 0.1 V
(Figure S3). At higher applied potentials (0.2 V and 0.3 V), the
shifts in Raman frequency were observed for majority of the
probed hot spots; however, the Raman spectra from several hot
spots were still found to retain the original peak at 648 cm−1.
The difference of each hot spot behavior and the distribution of
Raman shifts are attributed to the interactions changes and
fluctuations at the Alizarin−TiO2 interface associated with
inhomogeneity on the surface in each hot spot. Nevertheless,
the pronounced frequency shift in relation to increase in the
field strength is consistent with the theory; first, the
displacement created in the average position of the lowest
and the first vibrational levels is directly related with the applied
potential; and second, harmonic force constant varies due to

the electronic polarizability and results in weakening of the
interface bond.27,31,36

In addition to the anharmonicity-driven vibrational shift, the
interfacial Ti−O Raman band shows strong fluctuations
especially under the external potential (Figure S3). It has
been reported that the single-molecule SERS fluctuation
originates from interaction changes and fluctuations at the
molecule−substrate interface,61−69 thermal effect,16,70,71 and
isotopic effect.66 Isotopic effect is a rare and unique event
unlikely to occur in our system. The fluctuations and changes in
interfacial interactions arise from fluctuation of the surface work
functions of the substrates, nanoscale inhomogeneous field
distribution of the excitation light, structural differences of
metallic surfaces, molecular motions, and electron transfer
occurrences. Additionally, the nanoscale inhomogeneities, the
electric field distribution on the layer depending on the distance
from the source, and the heterogeneity of the electric field may
result in inhomogeneous field felt by the adsorbed molecule on
TiO2 NP surface, consequently the magnitude of fluctuations
varies from hot spot to hot spot. Furthermore, we should point
out that in our system there is an additional cause more likely
to give rise to the interaction changes and fluctuations. It has
been reported previously that the peak position and the shape
of the surface plasmon band of the silver NP exhibit prominent
changes under the applied potential at the electrode surface,
and also, the absorbance of the particles has been observed to
display time dependence.72 The perturbation of the surface-
plasmon polaritons of Ag NP may give rise to the change in the
surface work function and alteration of the interaction with the
molecule. Another phenomenon occurs by virtue of the
perturbation created is that the energy of the surface-plasmon

Figure 2. Four consecutive SMSERS spectra (20 s/spectrum) showing
the typical Ti−O stretching mode from bridging Ti−O−C which
suggests the strong electronic coupling at the interface. All the spectra
were collected from different hot spots.

Figure 3. SMSERS spectra of alizarin−TiO2 complex from same hot
spot under 0, 0.1, 0.2, and 0.3 V, respectively.
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polaritons shifts to a different energy level, causing the loss of
the surface-enhancement due to being less resonant with the
excitation wavelength,35 which is more likely responsible for the
low SERS intensity during our measurements.
During our measurements, additional to the shift of the peak

position, occurrence of splitting in 631 ± 2 cm−1 and 661 ± 2
cm−1, instead of 648 cm−1 has also been observed, for example,
under 0.3 V (Figure 4). However, the occurrence of splitting is

low, and it has been observed for about less than 10−20% of
the probed hot spots. To obtain higher resolution and ensure
the occurrence of splitting, measurements were also performed
with a higher resolution of ±1 cm−1 by using a 1200 g/mm
monochromator grating (Figure 4B and 4D). We suggest that
the splitting is due to a few reasons: (1) It is likely that the peak
position fluctuates in between two states under our
experimental time resolution (20 s/spectrum), the resultant
spectrum is the averaged out spectra of the two states. (2) The
splitting may also be due to the Fermi resonance,44 defined as
the mixing of two vibrational levels which lies energetically
close to each other.44,73 This phenomenon, first observed by
Fermi in CO2, is caused by anharmonicity of the system and is
known as a classical example of vibrational anharmonic-
ity.44,74,75 This effect has been observed by infrared spectros-
copy both in the presence42 and the absence76 of the external
potential and previously by Raman spectroscopy77 in the
absence of the potential. In our system, the applied external
electric field results in an additional vibrational anharmonicity
in the system which can result in the Fermi resonance. (3)
Considering bonding occurred via both hydroxyl groups, it is
also possible that while one of the interface bonds is getting
stronger the other one is getting weaker under the potential
causing the occurrence of two separate peaks. Similar
observation has been reported previously. For example, Liu et
al. reported voltage-dependent peak splitting of ∼22 cm−1 and
suggested that it is due to the different coupling strength
between the gold tip and gold substrate to 4,4′-bipyridine
molecule under applied potential.10 (4) Another plausible
reason may be Stark effect induced by applied electric field,
observed in many studies.49,78−82 However, we have observed

similar shifting and splitting in case of applied positive and
negative electric fields (vide infra), which is unlike Stark effect.
The Stark effect should have directional frequency shift
depending on applied positive and negative electric fields,
although the orientation of the local electric field may be
complex due to the inhomogeneous interfacial topography.
Nevertheless, on the basis of these observations, we attribute
that the Stark effect is not a dominant factor for our system.
In addition to the positive potentials, we have also performed

the experiments under negative potentials. As positive
potentials, the same magnitude and direction of the shift/
splitting with the corresponding potential strength were
observed with applied negative potential (Figure 5). As the

applied electric potential increases from 0.3 to 0.4 V, the
changes of the interfacial Ti−O bridging mode energy are
increasingly more inhomogeneous and complex (Figure 5),
which is most likely associated with the complex interfacial
topography, inhomogeneous electric field of the applied
potential at the interface, molecular ground state electro-
chemical responses,72,82d and the gradient near-field of the laser
illumination.11b,83 Nevertheless, further research is definitely
warranted in order to reach a complete comprehension of the
physical origins of the Raman spectral responses we reported
here.
To further analyze the origin of the peak splitting in the

presence of electric field, we performed density functional
theory (DFT) calculations. Our model considers that the
attachment of alizarin to TiO2 occurs through two hydroxyl
oxygen bonded with single or two separate Ti atoms. Alizarin is
attached to Ti (IV) centers of (TiO2)15 bulk, which is frozen in
the configuration, in bidentate mode and optimized by using
B3PW91 functional, with the LANL2DZ basis set on Ti atoms,
and a 6-31G(d) basis set on all other atoms. It should be noted
that this simplified model of alizarin−TiO2 complex does not
intend to simulate the actual surface of TiO2, but only to
provide a basis for the discussion of the experimental evidence
obtained in the Raman spectrum of the proposed interfacial
Ti−O binding modes. Raman spectra of the complex are
calculated by applying the multipole electric field in the
direction normal to the TiO2 surface with no symmetry. The

Figure 4. (A) and (B) are average of ten SMSERS spectra (20 s/
spectrum) of alizarin−TiO2 complex under 0.3 V potential with 600 g/
mm and 1200 g/mm grating, respectively. All the spectra with a
specific grating were collected from same hot spots. (C) and (D) are
the zoomed-in view of the splitting for the spectra in A and B. Figure 5. 2-D distribution of the Ti−O bridging peak positions under

both positive and negative potentials (0.4, 0.3, 0.2, 0.1, 0.0, −0.1, −0.2,
and −0.3 V). For each applied potential 60 spectra from different hot
spots, i.e., a total of 480 spectra, were used to build this 2-D
distribution.
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spectra are plotted without using any scaling factor. All DFT
calculations have been performed with Gaussian 09 package.84

The charge distribution in the absence and the presence of
the electric field is shown in Figure 6A and Figure 6B,

respectively. The substantial change of the charge distribution
especially in the proximity of the Ti−O−C bonding suggests
the sensitivity of the interface bonding to electric field. The
calculations showed small change in bond length for both
interface bonds: elongation of the interface bond in proximity
to carbonyl group ∼0.09 Å and the shortening of the second
interface bond ∼0.04 Å, and the corresponding calculated
Raman spectra displays two peaks with ∼32 cm−1 peak-to-peak
distance (Figure 6c) (see Figures S4 and S5 for splitting of peak
under positive and negative electric field, respectively).
Additionally, for the free alizarin vibrations, maximum 4 cm−1

shift of the peak positions toward the lower energy and
intensity changes has been observed.
The attachment of alizarin molecule with two hydroxyl

oxygens linked to a surface Ti atom makes the configuration
slightly tilted78a to the nanoparticle surface resulting in two
unsymmetrical Ti−O bonds. Two Ti−O surface bonds
resonate at different vibrational frequency under an applied
electric field due to redistribution of charge density across the
alizarin−TiO2 interface as shown in Figure 7. The distribution
of the local interfacial electric field coupled with bonding
electrons creates stabilized and destabilized interactions to the
surface Ti−O bonds, slightly changing the bond force constants
asymmetrically. Since Raman spectroscopy is sensitive to the
bond orientation and strength, local electric field created at the
interface can be considered as the major source of the
asymmetric interfacial covalent bond vibration. Even though,

the DFT calculations show correlation with the experimental
data and suggests that there occurs a field-induced electronic
coupling change, more investigation is necessary to fully
understand all the contributing factors.
In light of the data presented, we suggest that the vibrational

energy levels and as a result the electronic coupling of the
molecule−semiconductor complex, undergo significant field-
induced changes. Previously, it has been established that
interfacial ET dynamics is directly related with the electronic
coupling as well as the vibrational relaxation energy of the
adsorbed molecules and surface vibrational modes of the
semiconductor.11a,57 According to nonadiabatic ET theory, the
rate of electron transfer, kET can be expressed as the sum of ET
rates to all possible accepting states in the semiconductor.1
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ΔG0 is driving force for electron injection; ρ(E) is the density
of states (DOS) at energy E relative to the conduction band
edge, which can include both bulk states and surface states;
H(E) is the average electronic coupling between the adsorbate
excited state and all states in the semiconductor at the same
energy E; f(E, EF) is the Fermi occupancy factor; and λ is the
total reorganization energy. A particular vibrational mode
change can effectively change ET rate by changing ΔG0, DOS,
electronic coupling and most importantly by changing λ value.
The total reorganization energy, λ is contribution of both
vibrational reorganization energy, λV and solvent reorganization
energy, λS. Under consideration of harmonic vibrations λV can
be represented as11a,82a

∑λ = Δ v0.5V k
2

k (2)

Where ν is vibrational frequency for a particular mode, and Δ is
displacement in dimensionless normal coordinates between
ground- and excited-state equilibrium geometries along each

Figure 6. DFT calculations of alizarin−TiO2 system. Charge
distribution in the (A) absence and (B) presence of static multipole
electric field of 5.0 × 105 V m−1 in the direction perpendicular to the
TiO2 substrate and (C) calculated Raman spectra of corresponding
structures. Presence of two prominent peaks in the presence of electric
field is the clear indication of the effect of electric field on interfacial
Ti−O bonds.

Figure 7. Schematic illustration of (A) alizarin adsorbed on TiO2
surface and interfacial electric field and (B) energy states and
electronic delocalization at the alizarin−TiO2 interface. Applied
negative and positive potential shift the TiO2 Fermi level up (red)
and down (pink), respectively. Fe, electric field; Vext, applied potential;
VB, valence band; CB, conduction band.
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normal coordinate. Although our results suggest electric field
dependence of ET rate, the quantitative information about ET
rate change with change in particular vibrational mode
frequency requires further research.
Nevertheless, electronic delocalization and redistribution at

the perturbed alizarin−TiO2 interface under the electric field
(Figure 7B) have significant impact on the interfacial covalent
bonds. Therefore, the field-induced shift or splitting are
expected to have a prominent influence on the interfacial ET
rates due to the driving force as well as electronic coupling
changes.78b The dynamics of ET from alizarin to TiO2 are
modulated by the fluctuations of interfacial bond vibrational
energy induced by the static electric field developed at the
interface which in turn changes the electronic coupling leading
to ET intermittency.85−87 Generally, the interfacial electric
potential can be applied externally,88 as this work shows, or
generated intrinsically due to the excess charge accumulation at
the molecule−TiO2 interfaces, as shown in many dye-sensitized
TiO2 solar energy conversion systems.34,35,48−50 The excess
charge accumulation, diffusion, and dissipation are stochastic,
and in turn, the interfacial electric potential originated from the
excess charges presumably involves significant fluctuations at
spatially inhomogeneous interacting sites of nanoparticle, which
likely impact the interfacial electron transfer rate processes.
Therefore, the coupling energy changes may serve as a
prominent and intrinsic origin of the complex interfacial
electron transfer dynamics, such as the intermittent interfacial
electron transfer dynamics observed by single-molecule
photon-stamping spectroscopy measurements.4,85−87

4. CONCLUSION

The electric field effect on the interface properties has been
probed by using single-hot spot microscopic surface-enhanced
Raman spectroscopy and supported by density functional
theory calculations in alizarin−TiO2 system. The perturbation,
created by the external potential, has been observed to cause a
shift and/or splitting of the 648 cm−1 peak, typical indicator of
the coupling energy changes between alizarin and TiO2. Such
splitting provides evidence for electric field-dependent
electronic coupling changes that have a significant impact on
the interfacial electron transfer dynamics, especially on the
temporal and spatial inhomogeneity and fluctuation of the
interfacial electron transfer rate processes. The electric field
effect, due to the external electric field application or the
inhomogeneous static charge accumulation at the interface of
dye−TiO2 nanoparticles, suggests that the interfacial electron
transfer dynamics is intrinsically inhomogeneous with static and
dynamic disorders, showing the reactivity intermittency4,85−87

at the individual molecule level. A detailed understanding of the
related interface properties and the factors affecting the
molecule−semiconductor interactions is crucial for fundamen-
tal interfacial and surface chemistry and physics, as well as for
further development and commercialization of the applications
such as photovoltaic devices and molecular devices.
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